
 
Die Regressionsgerade einer Punktwolke i i iA (x / y ) , 1 i n≤ ≤  
 
 
Definition: 
Die Regressionsgerade geht durch den Schwerpunkt M(x / y)  der Punktwolke. 
Ihre Steigung m ist dadurch bestimmt, dass die Summe der quadratischen Abweichungen 
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Satz: 

Die Regressionsgerade bezüglich y hat die Steigung 
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und den y-Achsenabschnitt b y m x= − ⋅ . 
 
 
Beweis: 
M(x / y) g g(x) m (x x) y m x m x y m x y m x∈ ⇒ = ⋅ − + = ⋅ − ⋅ + = ⋅ + − ⋅ , also b y m x= − ⋅ . 
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      qed. 

 
 


